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(57) ABSTRACT

A data writing method for a rewritable non-volatile memory
module is provided. The method includes receiving a write
command and data corresponding to the write command from
a host system and temporarily storing the data into a buffer
memory, and the data includes a plurality of sub-data streams.
The method still includes transmitting the sub-data streams
into the rewritable non-volatile memory module, thereby
writing the sub-data streams into at least one physical erasing
unit of the rewritable non-volatile memory module. The
method further includes generating parity information based
on at least portion of the sub-data streams; storing the parity
information into the buffer memory and deleting the data
from the buffer memory. Accordingly, the method can effec-
tively utilize the storage space of the buffer memory.
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DATA WRITING METHOD, MEMORY
CONTROLLER AND MEMORY STORAGE
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the priority benefit of Taiwan
application serial no. 102121184, filed on Jun. 14, 2013. The
entirety of the above-mentioned patent application is hereby
incorporated by reference herein and made a part of this
specification.

BACKGROUND

1. Technology

The present invention relates to a data writing method for a
rewritable non-volatile memory module, a memory controller
and a memory storage apparatus using the method.

2. Description of Related Art

Along with the rapid growth of digital cameras, cell
phones, and MP3 devices in recent years, the consumers’
demand for storage media has increased drastically. Since a
rewritable non-volatile memory has the characteristics of
non-volatility of data, low power consumption, small volume,
non-mechanical structure, and fast reading and writing speed,
the rewritable non-volatile memory is the most adaptable
memory to be applied ina portable electronic product, such as
a mobile phone, a personal digital assistant (PDA), a note-
book computer, and so on. Therefore, the flash memory
industry has become a very popular part of the electronic
industry in recent years.

In general, a buffer memory is disposed in a flash memory
controller of a flash memory storage apparatus, and when the
flash memory storage apparatus receives a write command
and a plurality of data, the flash memory controller tempo-
rarily stores the data into the buffer memory and then writes
the data into corresponding physical pages according to the
arrangement of the physical pages. However, physical pages
constituted by one word line have a coupling effect by each
other, and therefore if there is a program failure in a physical
page, data stored in another physical page having the cou-
pling effect with the physical page may be lost. For example,
one physical block has a plurality of physical page set, and
each of the physical page set includes one lower physical
pages and one upper physical page. When there is a program
failure in an upper physical page of a physical page set, data
stored in the lower physical page of the same physical page set
may be lost. In particular, based on the program sequence of
the physical pages defined in the flash memory standard,
several upper physical pages may be proceeded to program
after several lower physical pages have been programmed.
Therefore, after a write command (hereinafter referred to as
“the first write command”) has been executed, only lower
physical pages is written with data in some physical page sets,
and upper physical pages of the physical page sets may be
written with data at next write command (hereinafter referred
to as “the second write command”). In this case, if a program
failure occurs during the execution of the second write com-
mand for writing data into upper physical pages, data written
in the lower physical pages by executing the first write com-
mand may be lost. In order to prevent the data stored in the
lower physical pages from losing, the flash memory control-
ler may keep the data in the buffer memory and when it is
confirmed that the data stored in the lower physical pages
dose not lost due to the programming of other physical pages,
the data may be deleted from the buffer memory. Accord-
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2

ingly, a flash memory storage system is needed to equip with
a buffer memory having a larger capacity, thereby increasing
the cost of manufacturing the flash memory storage system.
In particular, in a flash memory storage system equipped with
a plurality of flash memory dies, a buffer memory having a
larger capacity is needed to temporarily store data written by
the host system.

Nothing herein should be construed as an admission of
knowledge in the prior art of any portion of the present inven-
tion. Furthermore, citation or identification of any document
in this application is not an admission that such document is
available as prior art to the present invention, or that any
reference forms a part of the common general knowledge in
the art.

SUMMARY

Accordingly, the present invention is directed to a data
writing method for a rewritable non-volatile memory module,
and a memory controller and a memory storage apparatus
using the method, which can reduce a storage space of a
buffer memory needed for executing write commands and
prevent data from losing.

According to an exemplary embodiment of the present
invention, a data writing method for a rewritable non-volatile
memory module is provided, wherein the rewritable non-
volatile memory module has at least one memory die, the
memory die has a plurality of physical erasing unit and each
of the physical erasing unit includes a plurality of physical
programming units. The data writing method includes receiv-
ing a first write command and first data corresponding to the
first write command and temporarily storing the first data into
a buffer memory, wherein the first data includes a plurality of
sub data streams. The method also includes transmitting the
sub data streams from the buffer memory to the writable
non-volatile memory module to write the sub data streams
into at least one first physical erasing unit; generating parity
information according to at least portion of the sub data
streams; and storing the parity information into the buffer
memory and deleting the first data from the buffer memory.

An exemplary embodiment of the present invention pro-
vides a memory controller for controlling the rewritable non-
volatile memory module. The memory controller includes a
host interface, a memory interface, a buffer memory, a parity
information encoding and decoding circuit and a memory
management circuit. The host interface is coupled to the host
system. The memory interface is configured to couple to the
rewritable non-volatile memory module, wherein the rewrit-
able non-volatile memory module has at least one memory
die, the memory die has a plurality of physical erasing unit
and each of the physical erasing unit includes a plurality of
physical programming units. The memory management cir-
cuit couples to the host interface, the memory interface, the
buffer memory, and the parity information encoding and
decoding circuit. The memory management circuit is config-
ured to receive a first write command and first data corre-
sponding to the first write command and temporarily store the
first data into a buffer memory, wherein the first data includes
a plurality of sub data streams. Additionally, the memory
management circuit is further configured to transmit the sub
data streams from the buffer memory to the rewritable non-
volatile memory module to write the sub data streams into at
least one first physical erasing unit. And, the parity informa-
tion encoding and decoding circuit is configured to generate
parity information according to at least portion of the sub data
streams; and the memory management circuit is further con-
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figured to store the parity information into the buffer memory
and delete the first data from the buffer memory.

According to an exemplary embodiment of the present
invention, a memory storage apparatus including a connector,
arewritable non-volatile memory module and a memory con-
troller is provided. The connector is coupled to the host sys-
tem. The rewritable non-volatile memory module has at least
one memory die, the memory die has a plurality of physical
erasing unit and each of the physical erasing unit includes a
plurality of physical programming units. The memory con-
troller has a buffer memory and is coupled to the connector
and the rewritable non-volatile memory module. The
memory controller is configured to receive a first write com-
mand and first data corresponding to the first write command
and temporarily store the first data into a buffer memory,
wherein the first data includes a plurality of sub data streams.
Additionally, the memory controller is further configured to
transmit the sub data streams from the buffer memory to the
rewritable non-volatile memory module to write the sub data
streams into at least one first physical erasing unit. And, the
memory controller is configured to generate parity informa-
tion according to at least portion of the sub data streams, store
the parity information into the buffer memory and delete the
first data from the buffer memory.

In light of the foregoing, the data writing method, the
memory controller and the memory storage apparatus
described in the embodiments of the invention can execute
write commands with a smaller buffer memory while data
reliability can be ensured.

It should be understood, however, that this Summary may
not contain all of the aspects and embodiments of the present
invention, is not meant to be limiting or restrictive in any
manner, and that the invention as disclosed herein is and will
be understood by those of ordinary skill in the art to encom-
pass obvious improvements and modifications thereto.

In order to make the aforementioned features and advan-
tages of the present invention more comprehensible, embodi-
ments accompanying figures are described in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a host system and a memory storage
apparatus according to an exemplary embodiment of the
present invention.

FIG. 2 schematically illustrates a computer, an input/out-
put (I/0) device, and a memory storage apparatus according
to the first exemplary embodiment of the present invention.

FIG. 3 illustrates a host system and a memory storage
apparatus according to an exemplary embodiment of the
present invention.

FIG. 4 is a schematic block diagram illustrating a memory
storage apparatus according to one exemplary embodiment of
the present invention.

FIG. 5 is a schematic block diagram illustrating a memory
controller according to an exemplary embodiment of the
present invention.

FIG. 6 is a schematic diagram of a rewritable non-volatile
memory module according to an exemplary embodiment of
the present invention.

FIG.7is adiagram illustrating physical programming units
in one physical erasing unit according to the exemplary
embodiment of the present invention.

FIGS. 8 and 9 are schematic diagrams of managing a
rewritable non-volatile memory module according to an
exemplary embodiment of the present invention.
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FIGS. 10~12 are diagrams illustrating an example of writ-
ing data into physical programming unit according to an
example.

FIGS. 13~15 are diagrams illustrating an example of writ-
ing data into physical programming units according another
example.

FIG. 16 is a flowchart illustrating a data writing method
according to one exemplary embodiment of the present inven-
tion.

DESCRIPTION OF EMBODIMENTS

Reference will now be made in detail to the present pre-
ferred embodiments of the invention, examples of which are
illustrated in the accompanying drawings. Wherever pos-
sible, the same reference numbers are used in the drawings
and the description to refer to the same or like parts.

Embodiments of the present invention may comprise any
one or more of the novel features described herein, including
in the Detailed Description, and/or shown in the drawings. As
used herein, “at least one”, “one or more”, and “and/or” are
open-ended expressions that are both conjunctive and dis-
junctive in operation. For example, each of the expressions
“at least one of A, B and C”, “at least one of A, B, or C”, “one
ormore of A, B, and C”, “one or more of A, B, or C”” and “A,
B, and/or C” means A alone, B alone, C alone, A and B
together, A and C together, B and C together, or A, B and C
together.

Itis to be noted that the term “a” or ““an” entity refers to one
or more of that entity. As such, the terms “a” (or “an”), “one
or more” and “at least one” can be used interchangeably
herein.

In general, a memory storage apparatus (i.c., a memory
storage system), typically, includes a rewritable non-volatile
memory module and a controller (i.e., a control circuit). The
memory storage apparatus is usually used together with a host
system, such that the host system can write data into or read
data from the memory storage apparatus.

FIG. 1 illustrates a host system and a memory storage
apparatus according to an exemplary embodiment of the
present invention.

Referring to FIG. 1, a host system 1000 in most cases
includes a computer 1100 and an input/output (I/O) device
1106. The computer 1100 includes a microprocessor 1102, a
random access memory (RAM) 1104, a system bus 1108, and
a data transmission interface 1110. The /O device 1106
includes a mouse 1202, a keyboard 1204, a display 1206, and
a printer 1208, as shown in FIG. 2. It should be understood
that, the devices depicted in FIG. 2 should not be construed as
limitations to the present disclosure, and the /O device 1106
may include other devices as well.

In the exemplary embodiment of the present invention, the
memory storage apparatus 100 is coupled to other devices of
the host system 1000 through the data transmission interface
1110. By using the microprocessor 1102, the random access
memory (RAM) 1104 and the Input/Output (I/O) device
1106, the data can be write into the memory storage apparatus
100 or can be read from the memory storage apparatus 100.
For instance, the memory storage apparatus 100 may be a
non-volatile memory storage apparatus, such as a flash drive
1212, a memory card 1214, or a solid state drive (SSD) 1216
as shown in FIG. 2.

Generally, the host system 1000 can substantially be any
system used together with the memory storage apparatus 100
for storing data. Even though the host system 1000 is
described as a computer system in the present exemplary
embodiment, the host system 1000 in another exemplary



US 9,201,785 B2

5

embodiment may be a digital camera, a video camera, a
communication device, an audio player, a video player, and so
on. For instance, if the host system is a digital camera (video
camera) 1310, the rewritable non-volatile memory storage
apparatus is an SD card 1312, an MMC card 1314, a memory
stick 1316, a CF card 1318# or an embedded storage appara-
tus 1320 (as shown in FIG. 3). The embedded storage device
1320 includes an embedded MMC (eMMC). It should be
noted that the eMMC is directly coupled to a substrate of the
host system.

FIG. 4 is a schematic block diagram illustrating a flash
memory storage apparatus according to one exemplary
embodiment of the present invention.

Referring to FIG. 4, the memory storage apparatus 100
includes a connector 102, a memory controller 104, and a
rewritable non-volatile memory module 106.

In the present exemplary embodiment, the connector 102
complies with the serial advanced technology attachment
(SATA) standard. However, it should be understood that the
present invention is not limited thereto, and the connector 102
may also comply with the parallel advanced technology
attachment (PATA) standard, the Institute of Flectrical and
Electronic Engineers (IEEE) 1394 standard, the peripheral
component interconnect (PCI) express standard, the secure
digital (SD) standard, the serial advanced technology attach-
ment (SATA) standard, the ultra high speed-I (UHS-I) inter-
face standard, the ultra high speed-1I (UHS-II) interface stan-
dard, the memory stick (MS) interface standard, the multi
media card (MMC) interface standard, the eMMC interface
standard, the universal flash storage (UFS) interface standard,
the compact flash (CF) standard, the integrated device elec-
tronics (IDE) standard, or other suitable standards.

The memory controller 104 is configured to execute a
plurality of logic gates or control commands which are imple-
mented in a hardware form or in a firmware form and per-
forming the operations such as data writing, reading or eras-
ing in the rewritable non-volatile memory module 106
according to the command of the host system 1000.

The rewritable non-volatile memory module 106 is
coupled to the memory controller 104 and is configured to
store data written by the host system 1000.

FIG. 5 is a schematic block diagram illustrating a memory
controller according to an exemplary embodiment of the
present invention. It should be understood that the memory
controller depicted in FIG. 5 is merely exemplary and should
not be construed as a limitation to the present invention.

Referring to the FIG. 5, the memory controller 104
includes a memory management circuit 202, a host interface
204, a memory interface 206, a buffer memory 208, an error
checking and correcting circuit 210 and a parity information
encoding and decoding circuit 212.

The memory management circuit 202 is configured to con-
trol the whole operation of the memory controller 104. Par-
ticularly, the memory management circuit 202 has a plurality
of control instructions; when the memory storage apparatus
100 is operated, the control instructions are executed to per-
form a data writing operation, a data reading operation, a data
erasing operation, and so on.

In the present exemplary embodiment, the control com-
mands of the memory management circuit 202 are imple-
mented in a form of a firmware. For example, the memory
management circuit 202 includes a microprocessor unit (not
shown) and a read-only memory (ROM, not shown), wherein
the control instructions are burnt in the read-only memory.
When the memory storage apparatus 100 is operated, the
control instructions are executed by a microprocessor unit to
write, read, and erase data.
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In another exemplary embodiment of the present invention,
the control instructions of the memory management circuit
202 may also be stored in a specific block (for example, a
system block in a memory module exclusively used for stor-
ing system data) of the rewritable non-volatile memory mod-
ule 106 as a programming code. Additionally, the memory
management circuit 202 may have a microprocessor unit (not
shown), a read-only memory (not shown) and a random
access memory (not shown). In particular, the ROM has boot
codes, and when the memory controller 104 is enabled, the
microprocessor unit first executes the boot codes to load the
control instructions from the rewritable non-volatile memory
module 106 into the RAM of the memory management circuit
202. The microprocessor unit then executes the control
instructions to write, read, and erase data.

Furthermore, as in another exemplary embodiment, the
control instructions in the memory management circuit 202
are implemented in a form of hardware. For example, the
memory management circuit 202 includes a micro controller,
amemory cell management circuit, a memory writing circuit,
amemory reading circuit, a memory erasing circuit and a data
processing circuit. The memory cell management circuit, the
memory writing circuit, the memory reading circuit, the
memory erasing circuit and the data processing circuit are
coupled to the micro controller. The memory cell manage-
ment circuit is configured to manage physical blocks of the
rewritable non-volatile memory module 106. The memory
writing circuit is configured to issue a write command to the
rewritable non-volatile memory module 106 for writing data
thereto. The memory reading circuit is configured to issue a
read command to the rewritable non-volatile memory module
106 for reading data therefrom. The memory erasing circuit is
configured to issue an erase command to the rewritable non-
volatile memory module 106 for erasing data therefrom. The
data processing circuit is configured to process data to be
written to the rewritable non-volatile memory module 106 or
data read from the rewritable non-volatile memory module
106.

The host interface 204 is coupled to the memory manage-
ment circuit 202 and configured to receive and identify the
commands and the data transmitted by the host system 1000.
Namely, the commands and data transmitted by the host sys-
tem 1000 are passed to the memory management circuit 202
through the host interface 204. In the present exemplary
embodiment, the host interface 204 complies with the SATA
standard. However, it should be understood that the present
invention is not limited thereto, and the host interface 204
may comply with the PATA standard, the IEEE 1394 stan-
dard, the PCI express standard, the SD standard, the SATA
standard, the UHS-I interface standard, the UHS-II interface
standard, the MS standard, the MMC standard, the eMMC
interface standard, the UFS interface standard, the CF stan-
dard, the IDE standard, or other suitable data transmission
standards.

The memory interface 206 is coupled to the memory man-
agement circuit 202 for accessing the rewritable non-volatile
memory module 106. In other words, data to be written into
the rewritable non-volatile memory module 106 is converted
to an acceptable format for the rewritable non-volatile
memory module 106 by the memory interface 206.

The buffer memory 208 is coupled to the memory manage-
ment circuit 202 and configured to temporarily store data and
commands from the host system 1000 or data from the rewrit-
able non-volatile memory module 106.

The error checking and correcting circuit 210 is coupled to
the memory management circuit 202 and configured to per-
form an error checking and correcting process to assure the
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accuracy of data. To be more specific, when the memory
management 202 receives a write command from the host
system 1000, the error checking and correcting circuit 210
generates an error checking and connecting code (ECC code)
corresponding to the data of the write command, and the
memory management circuit 202 writes the data correspond-
ing to the write command and the corresponding ECC code
into the rewritable non-volatile memory module 106. After-
wards, when the memory management circuit 202 reads the
data from the rewritable non-volatile memory module 106,
the corresponding error checking and correcting code is also
be read, and the error checking and correcting circuit 210
executes the error checking and correcting process to the read
data according to the ECC code. To be specific, the error
checking and correcting circuit 210 is designed to have the
capability to check and correct an amount of error bits.
Herein, the amount is referred to as the maximum number of
error correcting bits. For example, the maximum number of
error correcting bits is 24. If the number of error bits occurred
on the read data is smaller than 24, the error checking and
correcting circuit 212 can correct the error bits based on the
corresponding ECC code. Ifthe number of error bits occurred
on the read data is not smaller than 24, the error checking and
correcting circuit 212 sends a message indicating the failure
of error correcting and the memory management circuit 202
transmits a message indicating that data is lost to the host
system 1000.

The parity information encoding and decoding circuit 212
is coupled to the memory management circuit 202 and con-
figured to encode a plurality of data, that is temporarily stored
in the buffer memory 208 and about to be written into a
plurality of physical programming unit, to generate parity
information according to an indication from the memory
management circuit 202. Additionally, the parity information
encoding and decoding circuit 212 decodes data stored in the
physical programming units with the parity information to
correct an error bit occurred in the data according to an
indication from the memory management circuit 202. That is,
if an error bit occurs in data stored in one of the physical
programming units, the parity information encoding and
decoding circuit 212 decodes the data with the generated
parity information to correct the error bit. Herein, parity infor-
mation generated by the parity information encoding and
decoding circuit 212 may be parity checking codes, channel
coding or other type of encoding. For example, Hamming
codes, low density parity check codes, turbo codes or Reed-
Solomon codes may be applied. For example, if the ratio of
the length of data and the length of parity information thereof
is m: n, m pieces of data are correspond to n pieces of parity
information, wherein m and n are positive integers and in a
case where the number of error data is smaller than n, the error
data can be corrected based on the parity info nation. In
general, m is larger than n; however, the present invention is
not limited thereto. And, the values of m and n are not limited
thereto.

FIG. 6 is a schematic diagram of a rewritable non-volatile
memory module according to an exemplary embodiment of
the present invention.

The rewritable non-volatile memory module 106 includes
a memory die 400. The memory die 400 includes a memory
cell array 252, a control circuit 254, and a data input/output
(I/O) buffer 256.

The memory cell array 252 includes physical erasing units
304(0)~304(R). Each of the physical erasing units includes at
leas one physical programming unit and the physical pro-
gramming units which belong to the same physical erasing
unit can be written separately but erased at the same time. For
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example, each physical erasing unit is composed of 128
physical programming units. However, the present invention
is not limited thereto, and each of the physical erasing units
may also be comprised of 64, 256, or any other number of
physical programming units.

To be more specific, the physical erasing unit is the mini-
mum erasing unit. That is to say, each of the physical erasing
unit has a minimum number of memory cells for being erased
altogether. Generally, a physical programming unit is the
minimum unit for programming. In other words, a physical
programming unit is the minimum unit for writing the data.

To be specific, an NAND flash memory may be classified
into a Single Level Cell (SLC) NAND flash memory, a Multi
Level Cell (MLC) NAND flash memory, or a Trinary Level
Cell (TLC) NAND flash memory according to the number of
bits which each memory cell thereof is capable of storing.
Specifically, each memory cell in the SLC NAND flash
memory can store one bit of data (i.e., “1” or “0”), each
memory cell in the MLC NAND flash memory can store two
bits of data, and each memory cell in the TLC NAND flash
memory can store three bits of data.

In the NAND flash memory, a physical programming unit
is composed of several memory cells arranged on the same
word line. Since each memory cell in the SLC NAND flash
memory can store one bit of data, several memory cells
arranged on the same word line in the SLC NAND flash
memory correspond to one physical programming unit.

By contrast, a floating gate storage layer in each memory
cell of the MLLC NAND flash memory can store two bits of
data, and each storage state (i.e., “11,” “10,” “01,” or “00”)
includes the least significant bit (LSB) and the most signifi-
cant bit (MSB). For instance, the first bit from the left of the
storage states is the LSB, and the second bit from the left of
the storage states is the MSB. Accordingly, several memory
cells arranged on the same word line may constitute two
physical programming units, wherein the physical program-
ming units constituted by the LSB and the MSB of the
memory cells are lower physical programming units and
upper physical programming units, respectively. In particular,
the speed of writing data into the lower physical program-
ming unit is faster than writing data into the upper physical
programming unit, and when a program failure occurs in the
process of programming the upper physical programming
unit, the data stored in the lower physical programming unit
corresponding to the programmed upper physical program-
ming unit may be lost.

Similarly, each memory cell in the TLC NAND flash
memory can store three bits of data, and each storage state
(i.e., “111,” ©110,” “101,” <100,” “011,” <“010,” “001,” or
“000”) includes the firstbit (i.e., the LSB), the second bit (i.e.,
the center significant bit, CSB), and the third bit (i.e., the
MSB) from the left of the storage states. Accordingly, several
memory cells arranged on the same word line may constitute
three physical programming units, wherein the physical pro-
gramming units constituted by the LSB are lower physical
programming units, the physical programming units consti-
tuted by the CSB are middle physical programming units and
the physical programming units constituted by the MSB of
the memory cells are upper physical programming units.
Similarly, comparing to the middle and upper physical pro-
gramming units, the lower physical programming units have
the higher stability and the speed of writing data into the
lower physical programming unit is faster than writing data
into the middle and upper physical programming units.

Each physical programming unit usually includes a data bit
area and a redundant bit area. The data bit area is used for
storing user data, and the redundant bit area is used for storing
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system data (e.g., control information and error checking and
correcting (ECC) codes). In this exemplary embodiment,
each of the physical programming units is constituted by 4
physical access addresses, and a capacity of each of the physi-
cal access addresses is 512 bytes. However, in another exem-
plary embodiment, the data bit area may contain less or more
physical access address, and the number and size of physical
access address is not limited thereto. For example, in an
exemplary embodiment, one physical erasing unit is one
physical block and one physical programming unit is one
physical page or physical sector, but the present invention is
not limited thereto.

In the present exemplary embodiment, the rewritable non-
volatile memory module 106 is a MLLC NAND flash memory
module. However, the present invention is not limited thereto.
The rewritable non-volatile memory module 106 may also be
a SLC NAND flash memory module, a TLC NAND flash
memory module, other flash memory modules or other
memory modules with the same property.

The control circuit 254 is configured for programming data
to the memory cell array 252 or reading data from the memory
cell array 252 based on the commands from the memory
controller 104.

The data I/O buffer 256 includes a first buffer area 2564 and
a second buffer area 2565. The first buffer area 2564 and the
second bufter area 2565 are independent from each other and
can respectively have individual capacity. For instance, the
capacity of the first buffer area 256a and the capacity of the
second buffer area 2565 are respectively the capacity of one
physical programming unit for temporarily storing data to be
written into the memory cell array 202 or for temporarily
storing data read from the memory cell array 202.

The process of writing data into the rewritable non-volatile
memory module 106 includes a data transmission stage and a
data programming stage. In the data transmission stage, the
memory controller 104 (or the memory management circuit
202) transmits the to-be-written page data to the first buffer
area 256a, and the to-be-written page data is then moved to
the second buffer area 2565. In the data programming stage,
the to-be-written page data is programmed from the second
buffer area 2565 to the memory cell array 252. Specifically,
when the to-be-written page data is moved from the first
buffer area 2564 to the second buffer area 2565, the memory
controller 104 (or the memory management circuit 202)
receives a confirmation message indicating that the write
command is completed from the flash memory module 106,
and the memory controller 204 can then transmit (or issue) the
next command to the rewritable non-volatile memory module
106. Here, the first buffer area 2564 is referred to as a data
cache area, and the second buffer area 2565 is referred to as a
page buffer area. The writing operation with the second buffer
area 2565 is referred to as cache program operation.

It should be mentioned that the memory controller 104 (the
memory management circuit 202) can instruct the rewritable
non-volatile memory module 106 not to write data into the
second buffer area 2565 according to this exemplary embodi-
ment. For instance, when there is no second buffer area 2565
in the data I/O buffer 256, or when the second buffer area
2566 is not used for data storage due to certain reasons, the
rewritable non-volatile memory module 106 can directly pro-
gram the to-be-written page data from the first buffer area
256a to the memory cell array 252 based on the command
from the memory controller 104 (or the memory management
circuit 202). In this case, the memory controller 104 (or the
memory management circuit 202) does not receive the con-
firmation message indicating that the write command is com-
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pleted until the rewritable non-volatile memory module 106
programs the page data from the first buffer area 2564 to the
memory cell array 252.

It should be noted that the example shown in FIG. 6 is not
limited the present invention and in another exemplary
embodiment, the data /O buffer 256 may have one or more
than two buffer areas.

FIG. 71is adiagram illustrating physical programming eras-
ing units in one physical erasing unit according to the exem-
plary embodiment of the present invention.

Referring to FIG. 7, a physical erasing unit of a MLC
NAND flash memory module is taken as an example to
explain the arrangement of physical programming units and
the physical erasing unit includes 256 physical programming
units. The physical erasing unit 304(0) includes physical pro-
gramming units 701(0)~701(255). The physical program-
ming unit 701(0) and the physical programming unit 701(4)
are on the same word line, the physical programming unit
701(1) and the physical programming unit 701(5) are on the
same word line, the physical programming unit 701(2) and
the physical programming unit 701(8) are on the same word
line, the physical programming unit 701(3) and the physical
programming unit 701(9) are on the same word line, the
physical programming unit 701(6) and the physical program-
ming unit 701(12) are on the same word line, the physical
programming unit 701(7) and the physical programming unit
701(13) are on the same word line, the physical programming
unit 701(10) and the physical programming unit 701(16) are
on the same word line, the physical programming unit 701
(11) and the physical programming unit 701(17) are on the
same word line, and so on. Herein, the physical programming
units 701(0), 701(1), 701(2), 701(3), 701(6), 701(7), 701(10),
701(11), 701(14), 701(15) . . . 701(250) and 701(251) are
lower physical programming units and the physical program-
ming units 701(4), 701(5), 701(8), 701(9), 701(12), 701(13),
701(16), 701(17) . . . 701(252), 701(253), 701(254) and 701
(255) are upper physical programming units. It should be
understood that the configuration depicted in FIG. 7 is merely
exemplary and should not be construed as a limitation to the
present invention.

FIGS. 8 and 9 are schematic diagrams of managing a
rewritable non-volatile memory module according to an
exemplary embodiment of the present invention.

It should be understood that the terms used herein for
describing the operations (for example, “get”, “select”,
“replace”, “group”, and “alternate”, etc) performed on the
physical blocks of the memory module 106 refer to logical
operations performed on these physical blocks. Namely, the
physical erasing units in the rewritable non-volatile memory
module 106 are only logically operated and the actual posi-
tions thereof are not changed.

Referring to FIG. 8, the memory controller 104 (or the
memory management circuit 202) logically groups the physi-
cal erasing units 304(0)~304(R) into (or assigns the physical
erasing units 304(0)~304(R)) a data area 402, a spare area
404, a system area 406, and a replacement arca 408.

The physical erasing units logically belonging to the data
area 402 and the spare area 404 are used for storing data
written by the host system 1000. Specifically, the physical
erasing units (also referred to as data erasing units) in the data
area 402 are considered physical erasing units already con-
taining data, and physical erasing units (also referred to as
spare physical erasing units) in the spare area 404 are physical
erasing units used for writing new data. For instance, when a
write command and data to be written are received from the
host system 1000, the memory controller 104 (or the memory
management circuit 202) selects a physical erasing unit from
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the spare area 404, organizes the data to be written into the
selected physical erasing unit, and writes the data into the
selected physical erasing unit.

The physical erasing units logically belonging to the sys-
tem arca 406 are used for recording system data, which
includes information related to the manufacturer and a model
of the memory module, the number of the zones in each
memory module, the number of the physical erasing units in
each zone, the number of the physical programming units in
each physical erasing unit, and so forth. In particular, when a
physical erasing unit is used for writing with the system data,
the memory controller 104 (or the memory management cir-
cuit 202) records a system physical erasing unit mark in the
redundancy bit area of the physical erasing unit to recognize
that the physical erasing unit storing the system data. It should
be noted that because the system data is very important for the
memory storage apparatus 100, in a case where the rewritable
non-volatile memory module 106 is a ML.C or TLC NAND
memory module, the memory controller 104 (or the memory
management circuit 202) only uses lower physical program-
ming units of the system physical erasing unit to store the
system data, thereby ensuring the reliability of the system
data.

The physical erasing units logically belonging to the
replacement area 408 are replacement physical erasing units.
For example, when the rewritable non-volatile memory mod-
ule 106 is manufactured in the factory, 4% of the physical
erasing units thereof are reserved for replacement. Namely,
when any physical erasing unit in the data area 402, the spare
area 404, and the system area 406 is damaged, a physical
erasing unit in the replacement area 408 is used for replacing
the damaged physical erasing unit (i.e., the bad physical eras-
ing unit). Thus, if there are still normal physical erasing units
in the replacement area 408 and a physical erasing unit is
damaged, the memory management circuit 202 gets a normal
physical erasing unit from the replacement area 408 for
replacing the damaged physical erasing unit. If there is no
more normal physical erasing unit in the replacement area
408 and a physical erasing unit is damaged, the memory
storage apparatus 100 is announced as being in a write-pro-
tect status and cannot be used for writing data anymore.

In particular, the numbers of physical erasing units in the
data area 402, the spare area 404, the system area 406 and the
replacement area 408 are various based on different memory
module standards. Additionally, it has to be understood that
the grouping relationships of grouping the physical erasing
units into the data area 402, the spare area 404, the system
area 406 and the replacement area 408 are dynamically
changed during the operation of the memory storage appara-
tus 100. For example, when a physical erasing unit of the
spare area 404 is damaged and replaced by a physical erasing
unit of the replacement area 408, the physical erasing unit of
the replacement area 408 is associated with the spare area
404.

Referring to FIG. 9, as described above, the physical eras-
ing units of the data area 402 and the spare area 404 are
alternated to store data written by the host system 1000. In the
present exemplary embodiment, the memory controller 104
(or the memory management circuit 202) attributes a corre-
sponding logical addresses LBA (0)~LBA (H) to map to the
physical erasing unit for enabling data access by the host
system 1000. Here, each logical address is composed of sev-
eral sectors. For example, in the exemplary embodiment, each
logical address is composed of 4 logical sectors. However, the
present invention is not limited thereto, and in another exem-
plary embodiment of the present invention, each logical
address may be composed of 8 or 16 sectors. In this exem-
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plary embodiment, the size of one logical address is the same
asthe size of one physical programming units and the number
of'the physical erasing units in the data area 402 and the spare
area 404 is larger than the number of the logical addresses.

For example, when the memory controller 104 (or the
memory management circuit 202) starts to use the physical
erasing unit 304(0) for storing data to be written by the host
system 1000, the memory controller 104 (or the memory
management circuit 202) writes the data into the physical
programming units of the physical erasing unit 304(0) regard-
less of the logical address that the host system 1000 is about
to write the data into; and when the memory controller 104 (or
the memory management circuit 202) starts to use the physi-
cal erasing unit 304(1) for storing data to be written by the
host system 1000, the memory controller 104 (or the memory
management circuit 202) writes the data into the physical
programming units of the physical erasing unit 304(1) regard-
less of the logical address that the host system 1000 is about
to write the data into. That is, when the host system 1000 is
about to store data in the memory storage apparatus 100, the
memory controller 104 (or the memory management circuit
202) uses the physical programming units in one physical
erasing unit to write data, and only when the physical pro-
gramming units in the physical erasing unit have stored data,
the memory controller 104 (or the memory management cir-
cuit 202) selects another physical erasing unit which is empty
and writes the data into the physical programming units of the
newly selected physical erasing unit.

In order to identify which physical programming units are
used for storing data stored into the logical addresses, in the
exemplary embodiment, the memory controller 104 (or the
memory management circuit 202) recodes mapping between
the logical addresses and the physical programming units.
And, when the host system 1000 is about to access data at a
logical sector, the memory controller 104 (or the memory
management circuit 202) identifies a logical address that the
logical sector belongs to, and therefore accesses data at a
physical programming unit mapping to the logical address.
For example, in the present exemplary embodiment, the
memory controller 104 (or the memory management circuit
202) may stores a logical address mapping table in the system
area 406 to record physical programming unit mapping to the
logical addresses, and when accessing data, the memory con-
troller 104 (or the memory management circuit 202) loads the
logical address mapping table to the buffer memory for updat-
ing.

FIGS. 10~12 are diagrams illustrating an example of writ-
ing data into physical programming unit according to an
example.

Referring to FIG. 10~12, when a write command (herein-
after referred to as “the first write command™) and data
DATA1 to be stored into the logical addresses LBA (0)~LBA
(3) are received from the host system 1000, the memory
controller 104 (or the memory management circuit 202) tem-
porarily stores the data DATA1 into the buffer memory 208
and divides the data DATA1 into sub data streams SDATA1,
SDATA2 , SDATA3 and SDATA4 based on the size of one
physical programming unit. Then, the memory controller 104
(or the error checking and correcting circuit 210) generates
error checking and correcting codes ECC1, ECC2, ECC3 and
ECC4 respectively for the sub data streams SDATA1 ,
SDATA2 , SDATA3 and SDATA4 . Then, the memory con-
troller 104 (or the error checking and correcting circuit 210)
selects one physical erasing unit (e.g., the physical program-
ming unit 304(0)) and writes sub data streams SDATAI1 ,
SDATA2 , SDATA3 and SDATA4 and the error checking and
correcting codes ECC1 , ECC2 , ECC3 and ECC4 respec-
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tively into the physical programming units 701(0), 701(1),
701(2) and 701(3) of the physical programming unit 304(0).
In particular, the memory controller 104 (or the parity infor-
mation encoding and decoding circuit 212) generate parity
information P1 according to the sub data streams SDATA1 ,
SDATA2 , SDATA3 and SDATA4 . Then, the memory con-
troller 104 (or the memory management circuit 202) stores
the parity information P1 into the buffer memory 208 and
deletes the sub data streams SDATA1 , SDATA2 , SDATA3
and SDATA4 from buffer memory 208. To be specific,
because the physical programming units 701(0), 701(1), 701
(2) and 701(3) storing the sub data streams SDATAI1 ,
SDATA2 , SDATA3 and SDATA4 are lower physical pro-
gramming units and the upper physical programming units
701(4), 701(5), 701(8) and 701(9) corresponding to the
physical programming units 701(0), 701(1), 701(2) and 701
(3) have not been written with data. Therefore, if a program
failure occurs on the program operation of the upper physical
programming units 701(4), 701(5), 701(8) and 701(9), the
data storing in the lower physical programming units 701(0),
701(1), 701(2) and 701(3) may be lost. Accordingly, by stor-
ing the parity information P1 corresponding to the sub data
streams SDATA1 , SDATA2 , SDATA3 and SDATAM4 instead
of the sub data streams SDATA1 , SDATA2 , SDATA3 and
SDATA4 in the buffer memory 208, the storage space of the
buffer memory 208 needed for executing write commands
can be effectively reduced while the effect of protecting data
can be achieved.

FIGS. 13~15 are diagrams illustrating an example of writ-
ing data into physical programming units according another
example.

Referring to FIG. 13~15, following the example shown in
FIG. 10~12, when a write command (hereinafter referred to
as “the second write command”) and data SDATA 2 to be
stored into the logical addresses LBA(4)~LBA(4) are
received from the host system 1000, the memory controller
104 (or the memory management circuit 202) temporarily
stores the data SDATA 2 into the buffer memory 208 and
divides the data SDATA 1 into sub data streams SDATAS ,
SDATA6 , SDATA7 , SDATA 8 , SDATA 9, SDATA 10 ,
SDATA 11 and SDATA 12 based on the size of one physical
programming unit. Then, the memory controller 104 (or the
error checking and correcting circuit 210) generates error
checking and correcting codes ECC5, ECC6, ECC7, ECCS8,
ECC9, ECC10, ECC 11 and ECC12 respectfully for the sub
data streams SDATAS, SDATA6 , SDATA7 , SDATA 8,
SDATA 9, SDATA 10, SDATA 11 and SDATA 12. Then, the
memory controller 104 (or the memory management circuit
202) writes sub data streams SDATAS , SDATA6 , SDATAT7 ,
SDATA 8, SDATA 9, SDATA 10, SDATA 11 and SDATA 12
and the error checking and correcting codes ECC5, ECC6,
ECC7, ECC8, ECC9, ECC10, ECC 11 and ECC12 respec-
tively into the physical programming units 701(4), 701(5),
701(6), 701(7), 701(8), 701(9), 701(10) and 701(11) of the
physical programming unit 304(0). In particular, the memory
controller 104 (or the parity information encoding and decod-
ing circuit 212) generates parity information P2 according to
the sub data streams SDATA7 , SDATA 8 , SDATA 11 and
SDATA 12. Then, the memory controller 104 (or the memory
management circuit 202) stores the parity information P2 into
the buffer memory 208 and deletes the sub data streams
SDATAS , SDATA6 , SDATA7 , SDATA 8 , SDATA 9,
SDATA 10 , SDATA 11 and SDATA 12 . To be specific,
because the physical programming units 701(6), 701(7), 701
(10) and 701(11) storing the sub data streams SDATA7 ,
SDATAS8 , SDATA11 and SDATA12 are lower physical pro-
gramming units and the upper physical programming units
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701(12), 701(13), 701(16) and 701(17) corresponding to the
physical programming units 701(6), 701(7), 701(10) and 701
(11) have not been written with data. Therefore, if a program
failure occurs on the program operation of the upper physical
programming units 701(12), 701(13), 701(16) and 701(17),
the data storing in the lower physical programming units
701(6), 701(7), 701(10) and 701(11) may be lost. Accord-
ingly, by storing the parity information P2 corresponding to
the sub data streams SDATA7 , SDATAS8 , SDATA11 and
SDATA12 instead of the sub data streams SDATA7
SDATAS8 , SDATA11 and SDATA12 in the buffer memory
208, the storage space of the buffer memory 208 needed for
executing write commands can be effectively reduced while
the effect of protecting data can be achieved.

In another exemplary embodiment, the memory controller
104 (or the memory management circuit 202) may first deter-
mine whether the previously stored sub data streams
SDATA1, SDATA2 , SDATA3 and SDATA4 are correct and if
the previously stored sub data streams SDATA1 , SDATA2 |
SDATA3 and SDATA4 are correct, the memory controller
104 (or the memory management circuit 202) deletes the
parity information P1. Additionally, in another exemplary
embodiment, the memory controller 104 (the memory man-
agement circuit 202) may not delete the parity information
immediately until the storage space of the buffer memory 208
is not enough for executing next operation.

In the examples shown in FIG. 13~15, if a program failure
occurs during the operation of writing the sub data streams
SDATAS , SDATA6 , SDATA9 or SDATA10 into the physical
programming units 701(4), 701(5), 701(8) or 701(9) and error
data occurs in the sub data streams SDATA1 , SDATA2 ,
SDATA3 or SDATA4 due to the program failure, the memory
controller 104 (the memory management circuit 202) may
correct the error data based on the parity information P1 and
data currently stored in the physical programming units 701
(0), 701(1), 701(2) and 701(3). Additionally, because the
buffer memory 208 keeps the sub data streams SDATAS ,
SDATA6 , SDATA9 and SDATA10, the sub data streams
SDATAS , SDATA6 , SDATA9 and SDATA10 will not be lost
due to the program failure.

It should be noted that in the present exemplary embodi-
ment, the memory controller 104 (or the memory manage-
ment circuit 202) may identifies the lower physical program-
ming units corresponding to the un-programmed upper
physical programming units and the memory controller 104
(or the parity information encoding and decoding circuit 212)
generates parity information based on sub data streams stored
into the identified lower physical programming units; how-
ever the present invention is not limited thereof. For example,
in another exemplary embodiment, the memory controller
104 (or the parity information encoding and decoding circuit
212) generate parity information according to all sub data
streams to be written by a write command. Or, in another
exemplary embodiment, the memory controller 104 (or the
parity information encoding and decoding circuit 212) may
generate new parity information according to previous parity
information, which is generated according to sub data stream
previously written into a physical programming unit, and
currently written sub data stream.

FIG. 16 is a flowchart illustrating a data writing method
according to one exemplary embodiment of the present inven-
tion.

Referring to FIG. 16, in step S1601, the memory controller
104 (or the memory management circuit 202) receives a write
command and the corresponding data from the host system
1000.
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In step S1603, the memory controller 104 (or the memory
management circuit 202) temporarily stores the data into the
buffer memory 208 and divides the data into a plurality of sub
data streams.

In step S1605, the memory controller 104 (or the memory
management circuit 202) select at least one physical erasing
unit (hereinafter referred to as “the first physical erasing
unit”) and writes the sub data streams into the physical pro-
gramming units of the first physical erasing unit. To be spe-
cific, the memory controller 104 (or the error checking and
correcting circuit 210) generates corresponding error check-
ing and correcting codes respectively for the sub data streams
and the memory controller 104 (or the memory management
circuit 202) writes the sub data streams and the corresponding
error checking and correcting codes into corresponding
physical programming units.

In step S1607, the memory controller 104 (or the memory
management circuit 202) determines whether a program fail-
ure occurs during the operation of writing the sub data
streams into the corresponding physical programming units.

If the program failure does not occur, in step S1609, the
memory controller 104 (or the parity information encoding
and decoding circuit 212) generates parity information
according to at least portion of the sub data streams. For
example, as described above, the memory controller 104 (or
the memory management circuit 202) may identifies lower
physical programming units (hereinafter referred to as “the
first lower physical programming units”) corresponding to
the un-programmed upper programming units (hereinafter
referred to as “the first upper physical programming units”)
among the lower physical programming units storing the sub
data streams and generates parity information according to
the sub data streams stored into the first lower physical pro-
gramming units.

In step S1611, the memory controller 104 (or the memory
management circuit 202) stores the generated parity informa-
tion into the buffer memory 208 and deletes the sub data
streams from the buffer memory 208. In particular, if the
buffer memory 208 stores old parity information generated
during the executing of a previous write command, in step
S1611, the memory controller 104 (or the memory manage-
ment circuit 202) may delete the old parity information.

If the program failure occurs, in step S1613, the memory
controller 104 (or the parity information encoding and decod-
ing circuit 212) decodes at least portion of sub data stream
written by the previous write command based on the parity
information stored in the buffer memory 208 to correct error
data. Then, the memory controller 104 (or the memory man-
agement circuit 202) may re-execute related programming
operations.

In view of the above, the data writing method, and the
memory controller described in the embodiments of the
present invention can effectively use the storage space of the
buffer memory to executer write commands and prevent data
from losing. Additionally, the memory storage apparatus
using the method described in the embodiments of the present
invention can successfully execute write commands with a
smaller buffer memory and prevent data from losing. The
previously described exemplary embodiments of the present
invention have the advantages aforementioned, wherein the
advantages aforementioned not required in all versions of the
invention.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the structure of
the present invention without departing from the scope or
spirit of the present invention. In view of the foregoing, it is
intended that the present invention cover modifications and
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variations of this invention provided they fall within the scope
of the following claims and their equivalents.

What is claimed is:

1. A data writing method for writing data into a rewritable
non-volatile memory module, wherein the rewritable non-
volatile memory module includes at least one memory die,
the memory die includes a plurality of physical erasing units,
wherein each of the physical erasing units includes a plurality
of'physical programming units, the data writing method com-
prising:

receiving a first write command and first data correspond-

ing to the first write command and temporarily storing
the first data into a buffer memory, wherein the first data
includes a plurality of sub data streams,

transmitting the sub data streams from the buffer memory

to the rewritable non-volatile memory module to write
the sub data streams into at least one first physical eras-
ing unit among the physical erasing units;

generating parity information based on at least a portion of

the sub data streams;

storing the parity information into the buffer memory; and

deleting the first data from the buffer memory while tem-

porarily keeping the parity information in the buffer
memory after transmitting the sub data streams from the
buffer memory to the rewritable non-volatile memory
module to write the sub data streams into the at least one
first physical erasing unit among the physical erasing
units.

2. The data writing method according to claim 1, wherein
the step of generating the parity information based on the at
least portion of the sub data streams comprises:

generating the parity information based on all of the sub

data streams.
3. The data writing method according to claim 1, wherein
the physical programming units of each of the physical eras-
ing units includes a plurality of lower physical programming
units and a plurality of upper physical programming units,
and a speed of writing data into the lower physical program-
ming units is faster than a speed of writing data into the upper
physical programming units,
wherein the step of generating the parity information based
on the at least portion of the sub data streams comprises:

identifying at least one first sub data stream among the sub
data streams according to the physical programming
units storing the sub data streams, wherein the at least
one first sub data stream is stored in at least one first
lower physical programming unit among the lower
physical programming units and at least one first upper
physical programming unit corresponding to the at least
one first lower physical programming unit does not store
data; and

generating the parity information based on the at least one

first sub data stream.

4. The data writing method according to claim 1 further
comprising:

after storing the parity information into the buffer memory

and deleting the first data from the buffer memory,
receiving a second write command and second data cor-
responding to the second write command from the host
system.

5. The data writing method according to claim 4 further
comprising:

determining whether a program failure occurs during an

operation of writing the second data into the at least one
first physical erasing unit from the buffer memory; and
if the program failure occurs during the operation of writ-
ing the second data into the at least one first physical
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erasing unit from the buffer memory, decoding the at
least portion of sub data streams stored in the at least one
first physical erasing unit with the parity information
stored in the buffer memory to correct at least one error
among the at least a portion of sub data streams.

6. The data writing method according to claim 5 further
comprising:

if the program failure does not occur during the operation

of writing the second data into the at least one first
physical erasing unit from the buffer memory, deleting
the parity information from the buffer memory.

7. The data writing method according to claim 4 further
comprising:

generating another parity information based on at least

portion of the second data; and

storing the another parity information into the buffer

memory and deleting the second data from the buffer
memory.
8. The data writing method according to claim 1, wherein
the step of transmitting the sub data streams from the buffer
memory to the rewritable non-volatile memory module to
write the sub data streams into the at least one first physical
erasing unit among the physical erasing units comprises:
respectively generating a plurality of error checking and
correcting codes for the sub data streams; and

transmitting the sub data streams and the error checking
and correcting codes respectively corresponding to the
sub data streams to the rewritable non-volatile memory
module to write the sub data streams and the error check-
ing and correcting codes respectively corresponding to
the sub data streams into the physical programming
units of the at least one first physical erasing unit.

9. The data writing method according to claim 1, wherein
the step of generating the parity information based on the at
least portion of the sub data streams comprises:

when one of the sub data streams is written into the at least

one first physical erasing unit, generating the parity
information based on the one of the sub data streams and
a previous parity information.

10. A memory controller for controlling a rewritable non-
volatile memory module, the memory controller comprising:

a host interface configured to be coupled to a host system;

a memory interface configured to be coupled to the rewrit-

able non-volatile memory module, wherein the rewrit-
able non-volatile memory module includes at least one
memory die, the memory die includes a plurality of
physical erasing units, and each of the physical erasing
units includes a plurality of physical programming units;
a buffer memory;
a parity information encoding and decoding circuit; and
a memory management circuit coupled to the host inter-
face, the memory interface, the buffer memory, and the
parity information encoding and decoding circuit,

wherein the memory management circuit is configured to
receive a first write command and first data correspond-
ing to the first write command and temporarily store the
first data into the buffer memory, wherein the first data
includes a plurality of sub data streams,

wherein the memory management circuit is further config-

ured to transmit the sub data streams from the buffer
memory to the rewritable non-volatile memory module
to write the sub data streams into at least one first physi-
cal erasing unit,

wherein the parity information encoding and decoding cir-

cuit is configured to generate parity information based
on at least portion of the sub data streams,
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wherein the memory management circuit is further config-
ured to store the parity information into the buffer
memory, and

wherein the memory management circuit is further config-
ured to delete the first data from the buffer memory
while temporarily keeping the parity information in the
buffer memory after transmitting the sub data streams
from the buffer memory to the rewritable non-volatile
memory module to write the sub data streams into the at
least one first physical erasing unit among the physical
erasing units.

11. The memory controller according to claim 10, in the
operation of generating the parity information based on the at
least portion of the sub data streams comprises, the parity
information encoding and decoding circuit generates the par-
ity information based on all of the sub data streams.

12. The memory controller according to claim 10,

wherein the physical programming units of each of the
physical erasing units includes a plurality of lower
physical programming units and a plurality of upper
physical programming units, and a speed of writing data
into the lower physical programming units is faster than
a speed of writing data into the upper physical program-
ming units,

wherein in the operation of generating the parity informa-
tion based on the at least portion of the sub data streams
comprises, the memory management circuit identifies at
least one first sub data stream among the sub data
streams according to the physical programming units
storing the sub data streams, and the parity information
encoding and decoding circuit generates the parity infor-
mation based on the at least one first sub data stream,

wherein the at least one first sub data stream is stored in at
least one first lower physical programming unit among
the lower physical programming unit and at least one
first upper physical programming unit corresponding to
the at least one first lower physical programming unit
does not store data.

13. The memory controller according to claim 10,

wherein the memory management circuit is further config-
ured to receive a second write command and second data
corresponding to the second write command from the
host system after storing the parity information into the
buffer memory and deleting the first data from the buffer
memory.

14. The memory controller according to claim 13,

the memory management circuit is configured to generate
another parity information based on at least portion of
the second data, store the another parity information into
the buffer memory and delete the second data from the
buffer memory.

15. The memory controller according to claim 10,

wherein in the operation of generating the parity informa-
tion based on the at least portion of the sub data streams
comprises, every when one of the sub data streams is
written into the at least one first physical erasing unit, the
parity information encoding and decoding circuit gen-
erates the parity information based on the one of the sub
data streams and a previous parity information.

16. A memory storage apparatus, comprising:

a connector coupled to a host system;

a rewritable non-volatile memory module having at least
one memory die, wherein the memory die has a plurality
of physical erasing units, and each of the physical eras-
ing units includes a plurality of physical programming
units; and
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a memory controller having a buffer memory, wherein the
memory controller is coupled to the connector and the
rewritable non-volatile memory module,

wherein the memory controller is configured to receive a
first write command and first data corresponding to the
first write command and temporarily store the first data
into the buffer memory, wherein the first data includes a
plurality of sub data streams,

wherein the memory controller is further configured to
transmit the sub data streams from the buffer memory to
the rewritable non-volatile memory module to write the
sub data streams into at least one first physical erasing
unit,

wherein the memory controller is configured to generate
parity information based on at least a portion of the sub
data streams,

wherein the memory controller is further configured to
store the parity information into the buffer memory, and

wherein the memory controller is further configured to
delete the first data from the buffer memory while tem-
porarily keeping the parity information in the buffer
memory after transmitting the sub data streams from the
buffer memory to the rewritable non-volatile memory
module to write the sub data streams into the at least one
first physical erasing unit among the physical erasing
units.

17. The memory storage apparatus according to claim 16,

wherein in the operation of generating the parity informa-
tion based on the at least portion of the sub data streams
comprises, the memory controller generates the parity
information based on all of the sub data streams.

18. The memory storage apparatus according to claim 16,

wherein the physical programming units of each of the
physical erasing units includes a plurality of lower
physical programming units and a plurality of upper
physical programming units, and a speed of writing data
into the lower physical programming units is faster than
a speed of writing data into the upper physical program-
ming units,

wherein in the operation of generating the parity informa-
tion based on the at least portion of the sub data streams
comprises, the memory controller identifies at least one
first sub data stream among the sub data streams accord-
ing to the physical programming units storing the sub
data streams, and the memory controller generates the
parity information based on the at least one first sub data
stream,

wherein the at least one first sub data stream is stored in at
least one first lower physical programming unit among
the lower physical programming unit and at least one
first upper physical programming unit corresponding to
the at least one first lower physical programming unit
does not store data.

19. The memory storage apparatus according to claim 16,

wherein the memory controller is further configured to
receive a second write command and second data corre-
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sponding to the second write command from the host
system after storing the parity information into the
buffer memory and deleting the first data from the buffer
memory.

20. The memory storage apparatus according to claim 19,

wherein the memory controller is further configured to
determine whether a program failure occurs during the
operation of writing the second data into the at least one
first physical erasing unit from the buffer memory,

wherein if the program failure occurs during the operation
of writing the second data into the at least one first
physical erasing unit from the buffer memory, the
memory controller decodes the at least portion of sub
data streams stored in the at least one first physical
erasing unit with the parity information stored in the
buffer memory to correct at least one error among the at
least a portion of sub data streams.

21. The memory storage apparatus according to claim 20,

wherein if the program failure does not occur during the
operation of writing the second data into the at least one
first physical erasing unit from the buffer memory, the
memory controller is further configured to delete the
parity information from the buffer memory.

22. The memory storage apparatus according to claim 19,

wherein the memory controller is configured to generate
another parity information based on at least portion of
the second data, store the another parity information into
the buffer memory and delete the second data from the
buffer memory.

23. The memory storage apparatus according to claim 16,

wherein the memory controller is configured to respec-
tively generate a plurality of error checking and correct-
ing codes for the sub data streams,

wherein in the operation of transmitting the sub data
streams from the buffer memory to the rewritable non-
volatile memory module to write the sub data streams
into the at least one first physical erasing unit, the
memory controller transmits the sub data streams and
the error checking and correcting codes respectively
corresponding to the sub data streams to the rewritable
non-volatile memory module to write the sub data
streams and the error checking and correcting codes
respectively corresponding to the sub data streams into
the physical programming units of the at least one first
physical erasing unit.

24. The memory storage apparatus according to claim 16,

wherein in the operation of generating the parity informa-
tion based on the at least portion of the sub data streams
comprises, every when one of the sub data streams is
written into the at least one first physical erasing unit, the
memory controller generates the parity information
based on the one of the sub data streams and a previous
parity information.
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